Staggering and Synchronization in Price-Setting: Evidence from
Multiproduct Firms

Saul Lach, Daniel Tsiddon

The American Economic Review, Volume 86, Issue 5 (Dec., 1996), 1175-1196.

Your use of the JSTOR database indicates your acceptance of JISTOR’s Terms and Conditions of Use. A copy of
JSTOR’s Terms and Conditions of Use is available at http://www.jstor.org/about/terms.html, by contacting JSTOR
at jstor-info@umich.edu, or by calling JSTOR at (888)388-3574, (734)998-9101 or (FAX) (734)998-9113. No part
of a JSTOR transmission may be copied, downloaded, stored, further transmitted, transferred, distributed, altered, or
otherwise used, in any form or by any means, except: (1) one stored electronic and one paper copy of any article
solely for your personal, non-commercial use, or (2) with prior written permission of JSTOR and the publisher of
the article or other text.

Each copy of any part of a JSTOR transmission must contain the same copyright notice that appears on the screen or
printed page of such transmission.

The American Economic Review is published by American Economic Association. Please contact the publisher for
further permissions regarding the use of this work. Publisher contact information may be obtained at
http://www jstor.org/journals/aca.html.

The American Economic Review
©1996 American Economic Association

JSTOR and the JSTOR logo are trademarks of JSTOR, and are Registered in the U.S. Patent and Trademark Office.
For more information on JSTOR contact jstor-info@umich.edu.

©2001 JSTOR

http://www.jstor.org/
Thu May 24 10:13:48 2001



Staggering and Synchronization in Price-Setting: -
Evidence from Multiproduct Firms

By SAuUL LACH AND DANIEL TSIDDON *

Theoretical work on price-setting behavior focuses on the single-product case
while, in reality, a single price-setter sells many products. We use retail store-
level multiproduct pricing data to learn about price dynamics. We find that, while
the timing of a product’s price changes is staggered across stores selling the
same product, the timing of the price changes of different products sold within
the same store is highly synchronized. This finding validates the usual assumption
that decisions are staggered across price-setters and suggests that price rigidity
is due mostly to ‘‘mechanical’’ reasons and not to informational asymmetries.

(JEL E10, E31, E52)

One of the most important lessons learned
from the Fischer-Taylor analysis of staggered
contracts is that the mechanism responsible for
the long lag in the response of the aggregate
price level to shocks in the money supply re-
lies crucially on the assumption of staggered
contracts. If agents fully synchronize their ac-
tions, the maximum lag of the aggregate re-
sponse to shocks in the money supply is the
length of the contract.

The logic of this argument applies to the
price-setting context as well. Under full infor-
mation, a necessary condition for changes in
the aggregate price level to lag behind shocks
in the money supply is that the response of
price-setters to the monetary shock is stag-
gered over time. Because not all price-setters
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Tsiddon: The Eitan Berglas School of Economics, Tel
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the financial support from the Israel Foundation Trustees,
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change their prices simultaneously, each price-
setter takes into account that some of his com-
petitors have not yet changed their prices,
which prevents him from changing his own
products’ prices to accommodate ‘‘fully’’ the
change in the money supply. Hence, changes
in the aggregate price level lag behind changes
in the money supply. But, as shown by
Andrew S. Caplin and Daniel F. Spulber
(1987), staggering may not be sufficient to
generate lags in the response of the aggregate
price level, even when price-setters change
prices discontinuously. It is, however, always
a necessary condition (see also Laurence Ball
and Stephen G. Cecchetti, 1988; Ricardo J.
Caballero and Eduardo M. R. A. Engel, 1991,
1993; Andrew Caplin and John Leahy, 1991;
Tsiddon, 1993).

In a previous paper (Lach and Tsiddon, 1992;
hereafter LT), we analyzed store-level monthly
price data of 26 food products sold in Israel dur-
ing high-inflation periods. Figure 1, reproduced
from LT, shows that price changes do indeed
seem to be staggered: in any single month the
proportion of price changes is never close to
either 0 or 1, and it is fairly constant over the
18 months analyzed. It hovers around 30 per-
cent, which is consistent with an average du-
ration of a nominal price quotation of 2.5-3
months.

Note that the staggering referred to above, and
in the macroeconomic literature in general, is
across decision-makers (price-setters), not
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FIGURE 1. PROPORTION OF PRICE CHANGES, FEBRUARY 1978—-JUNE 1979

across products. Most of the theoretical and
empirical literature on price-setting behavior
focuses on the single-product case, thus avoid-
ing any ambiguity in the concept of staggering.
Nevertheless, the presence of multiproduct
firms raises the possibility that the staggering
of price changes occurs across products and
not across price-setters.' For example, suppose
that all price-setters sell the same nine prod-
ucts and all change the prices of the first three
products in month 1, of the second three prod-
ucts in month 2, and of the last three in month
3. In month 4 they all start the cycle again. We
will then observe a third of all prices changing
each month. The data-generating process is
characterized by staggering across (groups of)
products and perfect synchronization of all
price-setters. Of course, the same observed
number of price changes is obtained when a
third of the stores change all nine prices in
month 1, another third in month 2, and the

! Mariano Tommasi (1993) seems to be the first to ad-
dress this issue.

remaining third of the stores in month 3. Now,
however, the data-generating process reflects
staggering across price-setters (stores) in the
timing of their price changes accompanied by
perfect synchronization in the timing of price
changes within each store.

This extreme example shows that the same
observed data can result from diametrically
opposed causes. The problem with Figure 1 is
that it does not distinguish between changes in
products’ prices within a store or across stores.
The present paper sheds light on the driving
forces behind the observed pattern of stag-
gered price changes. A proper account of the
distinction between staggering across price-
setters vis-a-vis staggering across products is
important for macroeconomic analysis since
different staggering mechanisms yield differ-
ent price dynamics.

Our analysis leads us to conclude that
Figure 1 is the result of staggering across
price-setters, while price changes of different
products are synchronized (nonstaggered)
within the store. That is, the data exhibit
across-stores staggering and within-store syn-
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chronization in the timing of price changes.
This finding validates the assumption of stag-
gered decisions across price-setters made in
most of the ‘‘sticky-prices’’ literature.

The paper is organized as follows. The next
section sketches the implications of the main
models of price adjustment that guide us in the
empirical analysis of the price data described
in Section II. In Section III, across-stores stag-
gering in the timing of price changes is ana-
lyzed, while the evidence on within-store
synchronization is presented in Section I'V. Fi-
nally, Section V investigates the timing of neg-
ative price changes. Conclusions close the

paper.
I. Price-Adjustment Models

In this section, we sketch the implications
of the main models of price adjustment. De-
spite the richness of this literature, not much
is known about price dynamics in a multi-
product environment.? We focus on the restric-
tions placed by these theories on the behavior
of multiproduct firms and draw implications
regarding the timing of price adjustments in
this setting. These implications will guide us
in our analysis of the data.

A. Signal-Extraction Models

In the signal-extraction literature (Robert E.
Lucas, 1973), a shock hitting all stores at the
same time prompts a synchronized response
leading to across-stores synchronization. The
lack of synchronization observed in Figure 1
does not support this implication. Furthermore,
it is difficult to suggest a convincing argument
whereby macro shocks lead to within-store
synchronization but not to across-stores syn-
chronization. Clearly, this explanation is not
consistent with our findings.

One way of reconciling this theory with our
empirical findings is to let the effects of macro
shocks be unevenly distributed geographi-
cally. Even though moving away from a pure
macro shock can potentially generate across-
stores staggering and within-store synchroni-

2 Notable exceptions are Agnes Sulem (1986) and
Eytan Sheshinski and Yoram Weiss (1992).
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zation, we show in Section V that the data
appear to reject the geographic hypothesis as
well.

B. Search Theory

In LT we showed that the relative price vari-
ability in each (homogeneous) product market
is very large. Consequently, consumers have
incentives to search for the lowest price. There
is, in fact, a rich literature connecting search
theory to inflation, but most of its implications
cannot be addressed with our data (Roland
Benabou, 1988; Tommasi, 1994).

Search, however, is not confined to consum-
ers only. In an inflationary and uncertain en-
vironment, sellers also are not fully aware of
nominal pressures. Every new price quotation,
therefore, brings new information on market
conditions to consumers and sellers alike. To
the best of our knowledge a model in which
consumers and sellers search in the context of
multiproduct firms does not yet exist. Hence,
we can only offer conjectures about the con-
straints such a model would impose on the
data. In broad terms, and mainly from the
firm’s own information-gathering perspective,
staggering price changes within the firm
amounts to following a sequential search
procedure, whereas synchronization of price’
changes is analogous to.a fixed-sample search
approach. It is well known that, under fairly
general conditions, sequential search is a better
strategy. We find, nevertheless, that stores
synchronize the timing of their products’ price
changes; that is, they choose the fixed-sample
approach, disregarding the strong signal they
send to shoppers.

C. Sticker-Price Model

Peter A. Diamond (1993) proposes yet an-
other mechanism to justify the sluggishness
of the aggregate price level: identical prod-
ucts may have different prices since prices
are set at the time of delivery to the store and
remain unchanged unless a crucial change in
the environment occurs. Our data do not sup-
port this hypothesis; for it to be consistent
with our findings one needs to assume that
all products are delivered simultaneously to
each store so as to generate within-store
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synchronization, and that there is a suffi-
ciently spread-out distribution of delivery
dates, on a monthly basis, across stores.
These are strong assumptions which are un-
likely to hold for the type of products to be
analyzed in this paper.

D. Adjustment-Costs Models

Models with convex costs of price adjust-
ments yield discontinuities in nominal price
changes. It is reasonable to expect that, in a
multiproduct context, these adjustment costs
have a store-specific component; that is, these
costs also depend on the characteristics of the
price-setter. The term ‘‘menu cost’’ comes
alive: the cost of printing a new menu is shared
by all products.

Clearly, store-specific menu costs will in-
duce the price-setter to synchronize its price
changes, an implication consistent with our
findings. Note, however, that store-specific
costs should only induce synchronization in
the timing of price changes, and not in the size
of the price changes for individual products.®
This justifies our focus on the synchronization
in the timing of such changes.*

II. Description of the Data

The data used in this work is a subsample
of the data used in LT, where it is described
in detail. The original data set consists of nom-
inal price quotations for 26 food products col-
lected monthly from a sample of stores’ by the
Central Bureau of Statistics (CBS) for the pur-
pose of computing the consumer price index

*In Lach and Tsiddon (1996) we analyze the size dis-
tribution of the within-store average price change.

* Another explanation that fits the within-store syn-
chronization of price changes is based on informational
externalities. Ball and Cecchetti (1988) show that a mech-
anism in which each price-setter derives information on
inflationary pressures from observing the decisions made
by other price-setters may generate an equilibrium with
staggered price-setting. This explanation works best in
conjunction with store-specific menu costs. In this case, it
amplifies the within-store synchronization phenomenon,
and yields an intuitive and plausible mechanism that ex-
plains staggering across stores.

® These are grocery or liquor stores; supermarkets and
chain stores are not included in the sample.

DECEMBER 1996

(CPI). That is, for each product we have a
panel of prices extending across stores and
over time. Alternatively, for each store we
have a panel of prices extending over products
and over time.

The products in the sample are all homo-
geneous and did not change substantially
either in quality or in market structure. Fur-
thermore, their prices were not controlled
by the government during the period of
investigation.

Since part of the focus of the current study
is on issues related to the comovement of
prices within stores, we selected 21 products
that could be grouped into two broad classes:
wines and meat products.® Note that each store
in our data sells either wine or meat products,
and none of them sells both wines and meat.

The periods for which most of the data are
available are 1978—1979, 1981-1982, and the
first nine months of 1984, before across-the-
board price controls were first put into effect.
The data for 1980 and 1983 have disappeared
from the CBS archives. The analysis in this
paper is restricted to the 1978-1979:6 sub-
period, corresponding to a single inflationary
step as defined by Nissan Liviatan and Silvia
Piterman (1986), because the price-duration
data are less affected by the one-month trun-
cation introduced by the sampling interval.’

In the latter part of this paper we analyze
the within-store dimension of the data. For this
to be meaningful we focus on stores selling
three or more products. The upper graph in
Figure 2 plots the number of stores meeting
this requirement by product class. There are
twice as many stores selling meat products as
stores selling wines, and the number of stores

® Wine products consist of nine wines and liquors: ar-
rack (anise), white vermouth, liquor, champagne, vodka,
red wine, rosé wine, hock wine, and sweet red wine. The
12 meat products, including three types of fish, are fresh
beef, frozen goulash, frozen beef liver, fresh beef liver,
chicken breast, chicken liver, turkey breast, beefsteak,
drumsticks, fish fillet, buri fish, and codfish.

’ During this period the mean inflation rate was 3.9 per-
cent per month, with a standard deviation of 1.9 percent.
The median rate was 3.5 percent per month. The object of
study is the occurrence of a price change. In order to take
account of round-off errors this event is defined to occur
whenever an observed price change exceeds 0.5 percent.
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Note: The upper graph is for the number of stores with three or more products; the lower graph is for the number of

products per store.
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is stable over time.® The number of products,
averaged over stores, is plotted in the lower
graph. The average number of products per
store lies in the 5.2—6 range, with some vari-
ation over time in these averages. The standard
deviation of the number of products per store
is 2-2.5 products.

III. Across-Stores Staggering

A necessary condition for an effective mon-
etary policy in a rational-expectations environ-
ment is that all price-setters do not change
their prices simultaneously in response to a
monetary shock. This lack of simultaneity is
termed across-stores staggering. The term re-
fers to staggering in the timing of price
changes across different stores for a given
product. In most macroeconomic models (e.g.,
Stanley Fischer, 1977), across-stores stagger-
ing implies more than mere lack of simulta-
neity; it also embodies the notion of ‘‘regular
cyclicity’’ in the response of price-setters to a
shock. One group of price-setters is first to

change prices, followed by another group of -

different price-setters; at some point in time,
however, before the second group acts again,
the first group of price setters changes its
prices a second time. Qur data are uniquely
suited to check the extent to which these phe-
nomena prevail. This is the purpose of this sec-
tion, which is divided into three parts, each one
presenting empirical evidence on different fea-
tures of across-stores staggering in the timing
of price changes.’

®In LT we showed that, even though there were some
changes over time in the identity of the stores, there is a
sizable core of stores that remained in the sample for long
periods of time.

? Obviously, the timing of price changes is correlated
across stores. This correlation is a result of responses to
factors common to all stores (e.g., to an increase in the
aggregate rate of inflation), and not because of strategic
behavior. Given that our data are composed of small gro-
cery stores located all over the country (we do not sample
supermarkets), this is not a bad assumption. Letting Z, de-
note all the common factors alluded to above, we assume
that conditional on Z, the probability of store i changing
the price of some product is not affected by what another
store does or did. Hereafter, independence across stores
refers to this form of conditional independence.

THE AMERICAN ECONOMIC REVIEW
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A. Proportion of Price Changes

The first step is to examine, for each prod-
uct, the time series of the proportion of stores
that changed prices. Lack of staggering or si-
multaneity implies that stores either change
their prices together or do not, that is, that the
observed proportions are close to 1 or to 0.

Figures 3 and 4 present such a time series
for the 17 months between February 1978 and
June 1979, for each product. At first glance,
the proportion of stores changing prices is well
below 1 in all months, with the exception of
November 1978. The requirement that these
proportions be above zero is also satisfied to a
lesser extent. Omitting the November 1978
observation, meat products do not show much
variability over time compared to wines.
Wines, on the other hand, exhibit a lower pro-
portion of stores changing prices during the
first half of the year.

In a stationary-inflation environment a store

* following an (S — s) pricing policy is expected

to change its prices by the same amount every
6 months (6 being determined by the param-
eters of the inflation process and profit func-
tion) (Sheshinski and Weiss, 1992). What
does this imply for the observed proportions
of stores changing prices? If stores are ex-
pected to change prices every é months, and
there is sufficient heterogeneity in the initial
conditions, then after a long enough number
of months, the proportion of stores changing
prices every month should stabilize around
1/6. The horizontal dashed line in each panel
of Figures 3 and 4 is 1/6, where ¢ is the average
duration of a price quotation taken from table
4 in LT. The ““fit”’ seems to be much better for
meat products than for wines.

B. Simultaneous Price Changes

The issue of staggering can be tackled from
another angle by asking: how many stores
change prices simultaneously? Let M;;, be the
number of stores changing the price of product
J during month ¢ simultaneously with store i.
Table 1 presents the values of M averaged over
months, products, and stores.

When a store selling wines changes one of
its prices, it usually does so together with 6.9
other stores (42 percent of its competitors) on
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FIGURE 3. PROPORTION OF PRICE CHANGES FOR WINES (NINE DIFFERENT PRODUCTS), FEBRUARY 1978—JUNE 1979



Proportion of Proportion of

price changes price changes

°'9fr 0.9 2

0.7— 0.7

0.5 S\ T/
0.3

0.3

PURE S W TR SR NN S SUN TR S SN S S 1 o'l

2 4 6 8 10 12 14 16 18
o

0.7

0.5

5

0.3

PN S S WY T S S

10 12 14

0.5

0.3

0.8
0.6
0.4

12

0.2

2 4 6 8 10 12 14 16 18 2 4 6 8 10 12 14 16 18
Month Month

FIGURE 4. PROPORTION OF PRICE CHANGES FOR MEAT PRODUCTS
(12 DirrereNT PrRODUCTS), FEBRUARY 1978 -JUNE 1979




VOL. 86 NO. 5 LACH AND TSIDDON: PRICE-SETTING BEHAVIOR 1183
TABLE 1—SIMULTANEOUS PRICE CHANGES: SUMMARY STATISTICS
Standard
Product type Variable Mean Median deviation Minimum Maximum
Wines M;.. 6.90 6.32 2.50 2.83 14.00
Share;.. 0.42 0.40 0.14 0.20 0.87
Meat M;.. 15.24 17.31 4.66 6.80 23.40
Share;.. 0.56 0.57 0.06 0.37 0.71

Notes: M;.. equals the number of stores changing price of product j in month ¢ simultaneously with store i (M;) averaged
over the number of products j sold by store i and over the number of months in which these products were sold. Share;..
equals M;, divided by the number of stores selling product j during month ¢ — 1, averaged over products and months.

average. From the store-level data underlying
the results in Table 1, we know that 62.5 per-
cent of the stores change price simultaneously
with 5-9 other stores, or that 50 percent of the
stores change prices at the same time that 32—
52 percent of their competitors do.'® Most
stores selling meat products usually change
prices simultaneously with 56 percent of their
competitors, or with 15.2 other stores on
average.

The preceding analysis indicates that, in
general, the proportion of stores is away from
the zero-one boundaries. Furthermore, from
the point of view of the individual store, a
change in prices does not indicate that all of
its competitors follow suit, even though a siz-
able share of them do.

C. Regular Cyclicity

Another characteristic of across-stores stag-
gering is not captured either by the observed
proportions of price changes or by the number
of simultaneous moves. As the opening para-
graph of this section suggested, having the
same group of firms change prices every
month during the first, say, six months, while
another group does so during the second part
of the year, is not the kind of staggering econ-
omists have in mind when analyzing price dy-
namics; it does not conform with the notion of
regular cyclicity. Staggering embodies a no-
tion of regular cyclicity.

' The values of M, for each store i, averaged over
months and products, appear in tables A1 and A2 of the
working-paper version of this paper (Lach and Tsiddon,
1994).

The ‘‘perfect” across-stores staggering is
one in which, in response to a monetary shock,
adifferent 1/ of all stores change prices every
month. After 6 months all stores have re-
sponded to the shock, and the cycle starts
again. Letting X;, = 1 indicate that store i
changed the price of product j during month ¢
(otherwise, X, = 0), the “‘perfect’’ time series
of Xj; is composed of 1’s every 6 months and
0’s everywhere else.

We examine the X, time series for each
store i and product j for evidence of regular
cyclicity.!" We count the number of times
prices were observed to change consecutively
at least twice, at least three times, and so on,
and divide this count by the potential number
of consecutive price changes.'” These ratios
can be interpreted as unconditional probabili-’
ties of observing, say, at least K consecutive
price changes. Table 2 presents summary
statistics."

_For stores selling wines, the estimated
probability of spreading out a price change
over two or three consecutive months is
quite low. The mean probability, averaged
across stores, is 8.3 percent, while the me-
dian probability is only 5 percent, reflecting
the large number of 0 values. Even without
their standard errors, these estimates suggest

"' There are potentially 360 and 1,080 such series for
wines and meat products, respectively. For example, there
are 40 different stores selling some of the nine wine prod-
ucts. However, a nonnegligible number of the series are
missing, since most stores do not sell all nine products.

"2 Appendix B explains how the counting is done.

'3 See tables A3 and A4 in Lach and Tsiddon (1994)
for the store-level data on the C’s.
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TABLE 2—PROBABILITY OF CONSECUTIVE PRICE CHANGES: SUMMARY STATISTICS
Product

Statistic type C2 C3 C4 C5 Cé6 C7 C8 Cc9
Mean w 0.083 0.026 0.003 0.002 0 0 0 0

M 0.189 0.105 0.103 0.048 0.021 0.016 0.020 0.030
Median w 0.050 0 0 0 0 0 0 0

M 0.176 0.097 0.062 0 0 0 0 0
Percentage of zeros w 41.0 66.7 94.9 94.9 100 100 100 100

M 10.1 35.2 45.5 67.1 84.5 89.0 925 91.1
Standard deviation w 0.119 0.045 0.013 0.010 0 0 0 0

M 0.137 0.109 0.150 0.091 0.058 0.053 0.115 0.131
Maximum w 0.571 0.200 0.074 0.05 0 0 0 0

M 1.000 0.500 1.000 0.500 0.333 0.333 1 1

Notes: The entries in a column labeled CK, K = 2, .

, 9 are the averages across stores of the unconditional probabilities

of observing a spell of K consecutive price changes in wine prices (W) and meat—product prices (M). The average
probability for C10—C17 is less than 0.01. See Appendix B for details.

that consecutive price changes are not a
prevalent phenomenon in liquor stores. The
store-level probabilities reveal that close to
41 percent of the liquor stores never spread
out a change in the price of any products
over two or more months (C2-C17 have
zero entries in 15 stores).

Most stores selling meat products experi-
enced two, three, and even four consecutive
price changes at least once. These events are
quite infrequent: the mean probability is 19
percent for two consecutive changes. Note,
however, that a nonnegligible number of
stores do have five or more consecutive price
changes. Unlike liquor stores, the notion of
across-stores staggering in the timing of price
changes finds less support in the meat-products
market.

A different perspective on the issue of reg-
ular cyclicity is also instructive. A modest re-
quirement for staggering to occur is that stores
alternate their decisions to change prices, that
is, that stores changing a price in the current
month did not change that price during the
previous month, and conversely, stores that
changed a price last month do not change it
again this month."*

'* An empirical check of this assertion is meaningful
only if stores are sampled more often than the frequency
of price changes, which is the case in the 1978-1976:6
period. Note that this behavior is not sufficient to generate

A simple 2 X 2 contingency table with two
rows for the values of X, and two columns
for the values of X;;, summarizes this informa-
tion for each store-product-month observation.
Assuming that X, is (conditionally) indepen-
dent and identically distributed across stores al-
lows us to aggregate the tables over stores."
This still leaves us with 17 X 21 tables for each
product-month combination. Assuming that the
distribution of Xj, is time-invariant during the
17 months reduces the information to 21 2 X 2
contingency tables (9 for wines and 12 for meat
products) shown in Tables 3 and 4.

The frequency counts over stores and
months of the event represented by each cell
are used to compute probabilities. The top
entry in each cell is the row percentage
which is the maximum-likelihood estimator
of the probablllty of X;, given X;,_,. The
bottom entry is the column percentage,
which is the maximum-likelihood estimator
of the probability of X;; _, given Xj; . Letting
the first coordinate be the value of X at ¢ —
1 and the second its value at ¢, then 0.26 in the

staggering. If stores do behave this way, and if there is
sufficient heterogeneity in the stores’ initial conditions,
across-stores staggering will occur. Otherwise, the result
may be that all stores do indeed alternate their price
changes but do so in a synchronized fashion.

'S Note that this assumption allows for heterogeneity in
the size of the price change.
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TABLE 3—2 X 2 CONTINGENCY TABLES OF PRICE CHANGES FOR WINE PRODUCTS
Product W1 Product W2 Product W3
X, =0 X =1 Total X,=0 X =1 Total X, =0 X =1 Total
X, = 0.74 0.26 228 0.76 0.24 193 0.79 0.21 163
0.78 0.72 0.79 0.81 0.81 0.87
X =1 0.68 0.32 71 0.78 0.22 50 0.86 0.14 35
0.22 0.28 0.21 0.19 0.19 0.13
Total 217 82 299 186 57 243 159 39 198.
Product W4 Product W5 Product W6
X,=0 X =1 Total X =0 X =1 Total X, =0 X =1 Total
X_,=0 0.78 0.22 138 0.77 0.23 209 0.76 0.24 214
0.80 0.73 0.80 0.79 0.78 0.75
X_, = 0.71 0.29 38 0.75 0.25 53 0.73 0.27 63
0.20 0.27 0.20 0.21 0.22 0.25
Total 135 41 176 200 62 262 208 69 .27
Product W7 Product W8 Product W9
X, =0 X =1 Total X, =0 X =1 Total X,=0 X =1 Total
X,_,=0 0.76 0.24 190 0.76 0.24 202 0.75 0.25 264
0.77 0.88 0.77 0.75 0.79 0.88
X_=1 0.88 0.13 48 0.74 0.26 62 0.85 0.15 62
0.23 0.12 0.23 0.25 0.21 0.12
Total 186 52 238 199 65 264 252 74 326

Notes: X, = 1 if the price changed in month ¢, and X, = 0 if the price did not change. Each entry is the relative frequency
of the cell-specific event counted over stores and over 17 months. The top entry in each cell is the row percentage: the
maximum-likelihood estimator of the probability of X, given X;;_ . The bottom entry in each cell is the column per-
centage: the maximum-likelihood estimator of the probability of X, -, given Xj;. .

(0,1) cell of the first contingency table is
the probability of a liquor store changing the
price of product 1 at ¢ given that he did not
change that price in the previous month, while
0.72 is the probability that a store did not
change the price in the last period, given that
the price is changed at ¢.

The only implications of across-stores
staggering are that the bottom (0, 1) and top
(1, 0) entries are large relative to the corre-
sponding (1, 1) entry. In probability terms,
the probability of no price change at ¢ — 1
conditional on a change at ¢ is larger than the
probability of a price change at t — 1 con-
ditional on a change at ¢ (column percent-
age); and the probability of no price change
at ¢ conditional on a change at # — 1 is larger
than the probability of a price change at ¢
conditional on a change at ¢t — 1 (row per-
centage). Liquor stores easily satisfy these

implications, a finding consistent with the
relatively small number of price changes in
consecutive months; meat stores do not sat-
isfy these implications.

In this section we analyzed three features of
the data: the proportion of price changes, the
number of simultaneous moves, and the phe-
nomenon of regular cyclicity. The behavior of
liquor stores matches the predictions of a
model in which stores are staggered in the tim-
ing of each product’s price changes. These
new findings reinforce the conclusion reached
in LT that prices of wine products are slow to
adjust, with the proviso that the timing of the
price changes is staggered across liquor stores.

The results for stores selling meat products
are mixed. The proportion of price changes are
bounded away from 0 and 1 and, on average,
stores change prices at the same time as 56
percent of their competitors. Therefore, these
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TABLE 4—2 X 2 CONTINGENCY TABLES OF PRICE CHANGES FOR MEAT PRODUCTS
Product M1 Product M2 Product M3
X=0 X =1 Total X =0 X =1 Total X =0 X =1 Total
X_,=0 047 0.53 284 0.66 0.34 417 0.48 0.52 130
0.49 0.39 0.64 0.53 0.47 0.49
X_, =1 0.37 0.63 368 0.55 0.45 280 0.50 0.50 139
0.51 0.60 0.36 047 0.53 0.51
Total 269 383 652 431 266 697 131 138 269
Product M4 Product M5 Product M6
X=0 X =1 Total X =0 X =1 Total X, =0 X =1 Total
X,_,=0 0.39 0.61 83 0.52 0.48 141 0.44 0.56 178
0.39 0.43 0.56 0.53 0.46 0.43
X_,=1 043 0.57 117 0.49 0.49 117 041 0.59 227
0.61 0.57 0.44 0.44 0.54 0.57
Total 82 118 200 131 127 258 171 234 405
Product M7 Product M8 Product M9
X, =0 X =1 Total X =0 X =1 Total X =0 X =1 Total
X_,=0 0.57 0.43 214 0.41 0.59 217 0.63 0.37 265
0.58 0.49 041 0.37 0.61 0.50
X1 =1 0.48 0.52 186 0.38 0.62 350 0.53 0.47 203
0.42 0.51 0.59 0.63 0.39 0.50
Total 211 189 400 222 345 567 275 193 468
Product M10 Product M11 Product M12
X, =0 X =1 Total X, =0 X =1 Total X =0 X =1 Total
X_,=0 0.53 047 143 0.52 . 0.48 210 0.48 0.52 159
047 0.30 0.56 0.43 0.46 0.36
X_ =1 0.35 0.65 241 0.40 0.60 219 0.38 0.62 235
0.53 0.70 0.44 0.57 0.54 0.64
Total 160 224 384 197 232 429 165 229 394

Notes: X, = 1 if the price changed in month ¢, and X, = 0 if the price did not change. Each entry is the relative frequency
of the cell-specific event counted over stores and over 17 months. The top entry in each cell is the row percentage: the
maximum-likelihood estimator of the probability of X, given X;;_,. The bottom entry in each cell is the column per-
centage: the maximum-likelihood estimator of the probability of X, given Xj;,.

stores’ behavior exhibits characteristics of
across-stores staggering. In many cases, how-
ever, their behavior does not accord with the
concept of regular cyclicity.'®

'6 The difference in behavior between the two markets,
meat products and wines, is certainly interesting, but be-
fore we speculate on the reasons for this difference, we
should consider the possibility that it is an artifact of the
data. For across-stores staggering to be observed we re-
quire, in addition to staggering in the timing of price
changes across stores, that the duration of a price quotation
be greater than one month (the sampling interval). Since
the average duration of a price within this group of stores

Across-stores staggering occurs in the mar-
ket for each individual product, that is, in the
across-stores dimension. In foodstuffs, as in
most products, stores (price-setters ) sell many
different products. Do stores make use of their
multiproduct characteristics to learn about the

is less than two months—the unweighted mean is 1.72
with a standard deviation of 0.22 (table 4 in LT)—stores
selling meat products may fail to show staggering simply
because we cannot detect this behavior given our sampling
frequency, not because the timing of prices changes are
not staggered.



VOL. 86 NO. 5

inflationary process? Or, are adjustment costs
lumpy enough to prevent such search activity?

Answers to these questions are crucial when
trying to discriminate among the different
models of price-setting behavior. If stores do
change different products’ prices on different
dates one could interpret regular cyclicity as a
costly search process where each change in'a
specific price is an investment in discovering
the aggregate shock. Extensions of the signal-
extraction model to multiproduct firms should
imply the presence of ‘‘within-store stagger-
ing’’ in addition to the observed across-stores
staggering: when a firm sells many products it
should tend to change the prices of some prod-
ucts at each date rather than bunching all price
changes together. This implication motivates
the analysis in the next section.

IV. Within-Store Synchronization

Do stores tend to change the prices of dif-
ferent products simultaneously? Is the change
in the price of a particular product in a partic-
ular store usually accompanied by changes in
other products’ prices in the same store? If
such simultaneity exists we call it within-store
synchronization. Note that we investigate syn-
chronization in the timing of changes in the
prices of different products sold in a single
store. Other related issues, such as the cross
correlation in the size of price changes, are not
explored here.'”

A. Proportion of Price Changes

A natural measure of the degree of within-
store synchronization is the proportion of
products whose prices changed during a
month. In our notation, this proportion is

1
(1) ou=ToT 2 Xu

it je gir
where G, is the set of products whose prices
were recorded in store i during months ¢ — 1
and ¢ (that is, the number of products sold at
t — 1 and ¢, equal to the number of nonmissing

'” See Lach and Tsiddon (1996) for an analysis of the
size distribution of the within-store average price change.
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values of X;;) and | G, | is the number of prod-
ucts in G, that is, the cardinality of the set.
We actually define ¢, for the subsample of
stores that sell at least three products in each
class, | G,| = 3. Recall that the stores in our
sample sell either meat products or wines, but
not both. Hence, synchronization between
classes of products cannot be addressed with
these data.'®

We start by asking what values of ; should
be expected when there is within-store
synchronization. Clearly, we cannot provide a
definite answer to this question without a
structural model, but we can be fairly confi-
dent that when inflation is as high as it was
during the period—3.9 percent per month—
the probability of a store not changing any of
its products’ prices during a month is very
low when the decision to change price is in-
dependent acro:s products. Hence, observing
many ¢;’s equal to zero should be indicative
of within-store synchronization.'>?° Table 5

'® A problem with our data is that we do not know
whether more than one change in price occurred within
the month, so that an observed ¢ = 1 is consistent with
lack of within-store synchronization on, say, a weekly ba-
sis. Our definition of synchronization implies that two
products are synchronized even if one’s price is changed
on the first day of the month and the other’s on the last
day of the same month. Another issue is that we sample a
small fraction of the products sold by the store so that the
true ¢ may be very different from the observed ¢. Our
results are, of course, conditional on the sample. To the
extent that the sample of products is random, our conclu-
sions can be carried over to the entire population.

' It is important to recall that there was no slowdown
in the rate of inflation during this period.

? The same conclusion could be reached if all prices
were changed during the month, ¢, = 1. A problem with
this conclusion is that, given a positive rate of inflation,
and with a long enough interval of time between sam-
plings, a store will eventually change all its prices and we
will observe ¢;, = 1. To deduce that there is synchroni-
zation across products is, of course, misleading. In this
case, ¢, = 1 is evidence of nothing but the fact that the
frequency of sampling is too low relative to the rate of
inflation. Hence we should be cautious in the interpreta-
tion of ¢’s equal to 1. We do not, however, believe this is
an issue in our data. Recall that, in this period, when the
average monthly rate of inflation was 3.9 percent, the av-
erage duration of a price quotation was 2.2 months. Had
we used quarterly data, our definition of synchronization
guarantees that we would have found perfect within-store
synchronization in the data. But since we use monthly
data, the severeness of this problem is reduced. In
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TABLE 5—THE DISTRIBUTION OF g;
Quintile
Product type 0 0.0-02 0.2-04 04-06 06-08 0.8-1 1 Total
Wines " Observations: 236 27 51 18 18 12 46 408
Percentage: 57.8 6.6 12.5 44 44 29 11.3 100.0
Meat Observations: 139 28 152 169 243 66 111 908
Percentage: 15.3 3.1 16.7 18.6 26.8 7.3 12.2 100.0

Note: We define ¢ as the proportion of products whose price changed during month ¢ in store i. See equation (1).

presents the frequency distribution of ¢; for
wines and meat products.

The difference between wine and meat
products is quite striking. While most of the
observations on wines correspond to ¢, = 0,
the distribution of ¢, for meat products is
much more balanced. If ¢, = 0 is the only
credible evidence for synchronization in the
timing of price changes across products we
must conclude that most wine stores synchro-
nize the timing of the price changes of their
products, while stores selling meat products do
$0 to a lesser extent.”

In the remainder of this section we present
additional evidence favoring the within-store-
synchronization hypothesis. We provide for-
mal tests of the hypothesis, but doing so
requires a series of compromising assump-
tions. It is therefore comforting to note that the
direct evidence and conclusions from Table 5
are consistent with the more formal analysis.

The expected value of ¢, is

L

(2) E(py) = Py
=16, 2 P
where P;; = Pr{ X, = 1} is the unconditional

probability of observing a price change in
product j at store i during month 7.

particular, note that for wine products the average duration
of a price quotation is four months.

2! In an attempt to see whether the heterogeneity in the
number of products sold by the store, | G|, has an effect
on the conclusions because of the possible effect of | G|
on ¢, we divided the observations into those correspond-
ing to stores having 3 < | G;| = 5 and those with | G;| =
6. Our conclusions were left unchanged.

The null hypothesis to be tested is the lack
of within-store synchronization. This is inter-
preted as stating that the sequence {Xj} is
pairwise independent over products j. Under
this hypothesis, the variance of ¢, is

1

3 e
) IE

V(‘Pir) = Z Pijt(l - Pijr)

Jj€ ng

and for large enough |G|, [¢u — E(¢i)]/
V(pi)'"? is approximately distributed as a
standard normal variable. If {X,,} is a se-
quence of independent random variables over
stores i, then

[oi — E(‘Pi:)]z__) 2

4) T.=

! iez: yq] V(‘pu) KN"
where JV; is the set of stores with nonmissing
® in month 7.

We focus on 7, since |G| is relatively
smaller than | V| in our data. T, is not a sta-
tistic because it depends on unknown param-
eters. Note that neither E(y) nor V(y) is
observed, nor does the null hypothesis specify
their values. E(¢) and V() have to be esti-
mated, and for this we need estimators of the
probabilities of a price change in all the
products.

Py, cannot be estimated for every store-
product-month observation.”? Hence, we have

22 Under the null hypothesis we do not need to estimate
the joint probability of X;,,, ... , Xi;, and then integrate out
the marginal probabilities. Thus, under the null hypothe-
sis, estimation of Py, is greatly simplified, since it allows
us to ignore the information embodied in the behavior of
the other products.
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TABLE 6—CHI-SQUARE TESTS OF WITHIN-STORE
SYNCHRONIZATION

Number of rejections

Significance
level Wines Meat products
S percent 11 16
10 percent 13 17

Notes: Entries are the number of times the hypothesis that
T, has a x* distribution with | ;| degrees of freedom [see
equation (4)] is rejected, where J, is the set of stores with
no missing data in month ¢. The test was conducted 17
times, once for each month between February 1978 and
June 1979. A rejection means that the ‘‘no synchroniza-
tion’’ hypothesis is rejected.

to make some assumptions. The first assump-
tion is that { X;; } is independently and identi-
cally distributed over i. This assumption
restricts the probability of a price change to be
the same across stores but allows for hetero-
geneity in the size of the price change. For all
stores i, P; = P;,. Note that E(p;) and V (p,)
may vary across stores because of differences
in the number and composition of products
sold at time ¢. Next, we assume that {Xj}
is independent, not identically distributed,
over t.?

Under these assumptions, a consistent es-
timator of P;, under the null hypothesis is the
sample mean of X;;, over stores,

(5) X, = —

X
EA
where NN, is the set of stores selling product
j in months ¢ and ¢ — 1.

It should be noted that the absence of
within-store synchronization does not rule
out the possibility that a large proportion of
products behave in the same way. This is, in
fact, expected due to the high level of infla-
tion during the period. Lack of synchroni-
zation merely says that the joint probability
of X; 1, ... , Xiy, is the product of the marginal
probabilities for each product; it can be any-
thing between 0 and 1.

23 See Appendix A for the case where X;;, follows a first-
order stationary Markov process. The conclusions are not
affected by the change in assumptions.
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T, was computed 17 times, from February
1978 until June 1979, using X, in place of
P;,. Table 6 presents the number of rejec-
tions of the null hypothesis embedded in
(4) at the 5- and 10-percent significance
levels. Using X, as the estimator of P;, has
a simple interpretation: it compares a mea-
sure of within-store synchronization (¢;,)
with an average measure of across-stores
synchronization.**

If within-store synchronization is the result
of a matching between the products sold by
the store and an inflationary shock, then ¢;, and
X;, should follow similar patterns. In addition,
heterogeneity in the inflation process, across
products or over time, should not cause much
of a difference between ¢;, and X),. Put differ-
ently, the results of the test mean that the
observed within-store synchronization is un-
related to the ~ctual path of inflation. Since
within-store synchronization does not mirror
the inflationary process, the reasons for its ex-
istence lie somewhere else.

The above arguments can be depicted
graphically once we restrict the process { Xj; }
to be independently and identically distributed
over stores, products, and time. Then ¢; and
X, are identically distributed for any i, j, and
t. Figure 5 shows the histograms of ¢;, and X;,
in the sample. Note that for both wines and
meat products, the distribution of ¢ has thicker
tails than the distribution of X. In particular,
the mass at 0 and at 1, is significantly higher
for ¢ than for X. As mentioned above, if the
observed pattern of ¢ merely reflected the in-
flationary process, the same should be true of
X. Figure 5 strongly rejects this possibility.

If the unconditional probability of a price
change is the same across products, then, un-
der the null hypothesis, the number of price
changes in each store in any month should be
distributed as a binomial random variable with
parameters | G;| and the common probability

% The across-stores synchronization measure is based
on X;,, the proportion of stores changing the price of prod-
uct j during a month. This measure was, in fact, used to
characterize across-stores staggering in Subsection III-A.
Table Al in Appendix A provides these estimates: for
wines (meat products) the lowest value of X;., the temporal
mean of X, is 0.21 (0.40), and the highest is 0.31 (0.62);
the mean value is 0.24 (0.53).
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FIGURE 5. PROPORTION OF PRICE CHANGES WITHIN AND ACROSS STORES

Note: The top graph gives the proportion of price changes for wine. The bottom graph gives the proportion of prices

changes for meat products.
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TABLE 7—OBSERVED AND ExPECTED COUNTS OF EXTREME EVENTS (¢;, = 0 AND ¢;, = 1)

Zero changes All changes
Product type 0i=0 pi=1
Wines Observed: 236 46
Expected: 150.5 10.7
Meat Observed: 139 111
Expected: 41.6 69.4

Notes: The observed counts of ¢, = 0 and ¢;, = 1 come from Table 5. The expected count
of each event under the hypothesis that no within-store synchronization is obtained from
the binomial distribution of ¢;, under this hypothesis. See Subsection IV-A for details.

P,, or P, for wines and meat products, re-
spectively, estimated by averaging X over
products.

The most compelling evidence in favor of
within-store synchronization in the timing of
price changes is given by the frequent occur-
rence of the events ¢, = 0 and ¢, = 1. We
can now compare the observed (absolute) fre-
quency of these events (Table 5) with the
expected (absolute) frequency under the bi-
nomial assumption.”> Within-store synchroni-
zation predicts that the observed frequencies
will be higher than the expected ones. Table 7
corroborates this prediction.

B. Pairwise Correlation in the Timing
of Price Changes

So far our approach to the measurement of
within-store synchronization captures behav-
ior within a period. Another—perhaps more
dynamic—approach is the coevolution of two
different products j and k, X;; and Xj,, within
each store over time. An additional implication
of pairwise independence in the timing of
price changes is that the covariance over time
between any two pairs of products sold in the
same store is zero. This issue is analyzed in
this subsection, thereby putting together, the

25 For each value of | G,| = 3 and for every month we
compute the binomial probabilities of observing zero and
| G| price changes using the estimated P,,, and P,,. These
probabilities are multiplied by the number of stores selling
| G| products to obtain the expected absolute frequency,
or count, of zero or |G| price changes in each month.
This calculation holds for any finite value of the sample

size | Gy .

concept of regular cyclicity with the static no-
tion of within-store synchronization.

We focus our analysis on the behavior of
the cross product X;,X,,. We define the indi-
cator function S, (j, k) as follows: when both
products behave similarly S;(j, k) = 1; else
S.(Jj, k) = 0. That is, when either X;; = Xy, =
1 or X;; = Xu, = 0, Si(j, k) = 1. The mean
value of S,(j, k) over time, S;.(j, k), is the
proportion of synchronization or matching be-
tween two products j and k in store i. Over all
stores and pairs of distinct products we obtained
579 and 1,069 S;.(j, k)’s for wines and meat
products, respectively. Table 8 displays fea-
tures of the distribution of S;.( j, k). Recall that
within-store synchronization implies ‘‘high’’
values of S;..

A rough benchmark figure for the expected
proportion of matchings, S;.(j, k), under the
assumption of no within-store synchronization
can be obtained from the mean and maximum
values of X, reported in Table A1 in Appendix
A. For wines we are led to expect an S;.(j, k)
around 0.0576 (=0.24%) and no larger than
0.0961 (=0.31?%), while for meat products
S:.(j, k) should hover around 0.281 (=0.53%)
and be no more than 0.384 (0.622). It is clear
that the observed proportions of matchings are
larger than the expected ones.”

2 This, of course, does not constitute a formal testing
procedure. Lack of within-store synchronization means
that the joint probability of observing a price change in
both products j and k equals the product of the marginal
probabilities of a price change in goods j and k. This means
that the covariance over time between Xj;, and Xy, is zero.
Testing for zero covariances is not pursued here because
(i) it is difficult to assign a reliable standard error to the
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TABLE 8—CUMULATIVE DISTRIBUTION OF S;.(J, k)

Quantile
Product type N Mean Minimum 5 10 25 50 Maximum
Wines 579 0.87 0.33 0.59 0.67 0.80 0.89 1.00
Meat 1,069 0.58 0.00 0.27 0.36 0.47 0.59 1.00

Notes: S;(j, k) = 1 when products j and k sold by store i in month ¢ behave similarly with respect to the timing of their
price change; else S;(j, k) = 0. That is, when either X;;, = X, = 1 or X;; = X;, = 0, S,,(j, k) = 1. The mean value of
Si(j, k) over time, S;.(j, k), is the proportion of synchronization or matching between two products j and k in store i.

See Subsection IV-B for details.

Clearly, meat products and wines do not be-
have in the same way. Recall that we are an-
alyzing the same time period for each product
so that the stores selling these products operate
in the same macroeconomic environment. It
may be that aggregate variables, such as those
related to monetary expansion, or even the av-
erage rate of inflation, transmit into meat prod-
ucts with much more noise. In other words,
meat products are subject to more idiosyn-
cratic shocks. This may be responsible, at least
in part, for the fact that synchronization within
the store is not as complete in stores selling
meat products as it is in liquor stores.

V. Geographical Shocks and the Presence
of Negative and Positive Price Changes

This section examines the coexistence of
positive and negative nominal price changes
within the store. The phenomenon of negative
nominal changes during a period of high infla-
tion is interesting. With an inflation rate of
about 3.9 percent per month, one is tempted
to think that very few nominal prices, if any,
are likely to adjust downward. Our data show
that this is not so. About 12 percent of all
changes in our sample are downward changes
in this period (11.1 percent in meat products
and 14.7 percent in wines).

estimator of the covariance, since it depends on the serial
correlation pattern of each {Xj;} sequence, and (ii) a for-
mal procedure would be based on large-sample theory
whose finite-sample properties are unknown. This is a

problem since each S;.(j, k) is an average of at most 17

observations and usually considerably fewer than that.

We have argued before that within-store
synchronization can result from the existence
of store-specific costs of adjusting prices.
However, there may be other explanations for
this observation. Our competing hypothesis is
that monetary shocks are distributed unevenly
across geographical regions.”” The timing of
the negative nominal price changes offers a
viable way of contrasting the two hypotheses.

Suppose there exist idiosyncratic shocks
that are independently distributed across prod-
ucts as well as across stores. Suppose that a
store ‘‘observes’’ a negative shock in the mar-
ket for product j. If there were no store-
specific component to the costs of adjusting
prices, then the store would adjust the price of
product j downward only at the moment the
product-specific negative shock arrives. This
implies that the timing of negative price
changes is uncorrelated with the timing of
positive price changes. If a negative shock to
a particular product in a specific store coin-
cides with a positive regional monetary shock
affecting the store—the geographically un-
evenly distributed shock—then there are
weaker incentives to accommodate the nega-
tive idiosyncratic shock, since it is partly or
fully compensated for by the positive regional
shock. In this case, the timing of negative and
positive changes in prices within a store ought
to be negatively correlated.

All the above implications hold under the
assumption of no store-specific adjustment
costs. If there are store-specific costs to chang-

7 Note, however, that Israel’s area is just under 22,000
square kilometers.
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ing prices, the store should try to bunch to-
gether negative and positive changes in prices,
implying a positive correlation between the
timing of positive and negative price changes.
Figure 6 presents the degree to which the
timing of positive and negative price changes
coincide. The horizontal axis shows the pro-
portion of negative price changes that occur
simultaneously (in the same month) with pos-
itive price changes within the same store. The
vertical axis indicates the frequency counts. In
40 stores all negative price changes coincided
with positive price changes, while in 11 stores
negative price changes were not accompanied
by positive ones.® We interpret the left-
skewness of Figure 6 as favoring the menu-cost
explanation of the existence of within-store
synchronization over the explanation of a geo-
graphically uneven macroeconomic shock.

VI. Conclusions
A price-setter usually sets prices for many

different products. This obvious fact is an as-
pect of price-setting behavior that has been ne-

28 Of these, seven are liquor stores, and four are stores
selling meat products.

glected in most of the theoretical and empirical
work on the subject. The purpose of our paper
is to draw attention to this issue. We do this
by empirically investigating a rich body of
data on prices of meat products and wines col-
lected at the store level in Israel. :

The data show that, when stores (price-
setters) change prices, they change the prices.
of most of the products they sell. That is, there
exists within-store synchronization in the tim-
ing of price changes. In addition, stores are
staggered in the timing of their price changes.
These findings justify the use of staggered
price-setting mechanisms in analyses of the in-
flationary process.

We also contrast the implications of some
of the prominent models of price-setting be-
havior with the data. Among the potential
explanations, the one suggested by the menu-
cost model seems to be the one most con-
sistent with the data. While we do not formally
test the menu-cost model against the other al-
ternative models, we tend to conclude that, at
least for foodstuffs, the menu-cost approach
describes the data well. The results from LT
reinforce this conclusion.

We do not interpret the data as suggesting
that the effects of partial information on price
dynamics are minimal. The data only suggest



1194 THE AMERICAN ECONOMIC REVIEW

that, at high rates of inflation, the conse-
quences of incomplete information are over-
shadowed by the economic implications of the
presence of frictions in setting new prices.
Thus, this is simply another costly aspect of
inflation: at high rates of inflation price-setters
must pay more attention to frictions than to
gathering and processing information. Infla-
tion therefore makes price-setting behavior a
more mechanical process.

To sum up, we believe the empirical findings
of within-store synchronization and of across-
stores staggering are important because they val-
idate the assumption made in much of the
““sticky-prices’’ literature that decisions are stag-
gered across price-setters, and not across prod-
ucts. Second, they provide further empirical
support for the conjecture that price rigidity is
due to mechanical reasons, that is, to menu costs,
and not to informational asymmetries. And last,
they indicate that further research on the dynam-
ics of prices should take into account the mul-
tiproduct character of the price-setter.

APPENDIX A

This appendix presents an alternative sce-
nario for estimating the P;’s in Subsection IV-
A which takes explicit account of dynamics in
the X, process. Assume that the probability of
observing X, conditional on all the relevant
information available to store i at time ¢, I,,, is
the same as that probability conditional only
on information on what happened to product j
during the previous period:

P(Xyl 1)) = P(Xe Xijr—1).

This assumption embeds the restriction
imposed by the null hypothesis of lack of
within-store synchronization jointly with a
Markovian assumption. Note, also, that the
conditional probability is time-invariant, which
may be a strong restriction even though the
macroeconomic environment ( the inflation rate)
was quite stable during the period. In a sense
this assumption is the complement of the one
used in the text. It assumes a particular type of
time-dependence for the {Xj,} process but re-
stricts it to be stationary over time, whereas the
assumption used in the text allows for nonsta-
tionarity but assumes independence over time.
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Under the assumptions, we can “dispense
with the store and time subscripts and denote
the probability of a price change in product j
conditional on X;;_, as P;(0) or P;(1), ac-
cording to whether X;;,_, is O or 1. The sto-
chastic process {X;} is a time-invariant
Markov chain over t. There are different
chains for different products, but all stores fol-
low identical processes. The one-step transi-
tion probabilities matrix is

p o[l PO PO
TPy P

The maximum-likelihood estimators of the
one-step transition probabilities are the row per-
centages in Tables 3 and 4 (top entry in each
cell). In order to get the unconditional proba-
bilities appearing in equations (2) and (3) we
need to know the probability distribution of the
initial state Xj;o. Given the initial distribution we
can obtain the unconditional probability of a
price change at any time # in product j:

P, =(1—P")P(0)" + POPy(1)?
where, say, P;O) is the probability of a price
change at 7 = 0 and P;(0)" is the probability
of a price change at time ¢ conditional on no-
price change at ¢ = 0. More precisely P;(0)®",
for example, is the (0, 1) element in the ¢-step
transition-probabilities matrix P;” (P; multi-
plied by itself ¢ times).

It turns out that, for all practical purposes,
there is no need to compute P;,. The limiting
probabilities 7; and 1 — 7; of the Markov
chains associated with the matrices in Tables
3 and 4 are arrived at very rapidly: irrespective
of the values of the initial probabilities, it takes
at most two or three periods to get within three
decimal places of the limiting probabilities.
That is, P;, is very close to w; for t = 3. We
therefore use estimates of m; to estimate Pj,.
These are given by

. P(0)
(AD % =T780) - B0

where the P’s are read off directly from Tables
3 and 4.

Table Al summarizes the features of the
different estimates of P;. The entries are sta-
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TABLE A1—UNCONDITIONAL PROBABILITIES OF A PRICE CHANGE

Probability Mean Standard deviation Minimum Maximum

Wines #; 0.23 0.02 0.20 0.28

Wines X;. 0.24 0.03 0.21 0.31

Meats #; 0.53 0.07 0.38 0.61

Meats }?, 0.53 0.07 0.40 0.62

Notes: # is the estimated probability of a change in product j’s price assuming that: (i) {Xj;, } is a time-invariant Markov
chain over months ¢; (ii) {X;,} is pairwise independent over products j (lack of within-store synchronization); and (iii)
{X;; } is independently and identically distributed over stores i. [See equation (A1).] X;. is the estimated probability of a
change in product j’s price assuming that: (i) {Xj;,} is independent, not identically distributed over months ¢; (ii) {Xj;}
is pairwise independent over products j (lack of within-store synchronization); and (iii) {Xj; } is independently and identi-
cally distributed over stores i. X;. is the average of X;, from equation (5) over .

tistics corresponding to the distribution of the
product-specific estimates. The table indicates
that the estimated probability of a price change
is robust to the assumptions and method of
estimation.

APPENDIX B

Here we explain how we count the potential
number of K consecutive price changes in the
X;;, time series. Counting is done for each store
separately over all products sold by the store
and over months for which data are available
(the maximum being 17 months per product).
We count nonoverlapping spells of consecu-
tive price changes. For example, a spell of four
consecutive changes is counted only once as a
spell of 4, and not as three spells of 2, or two
spells of 3. The qualifier ‘‘at least’’ is impor-
tant. Since our data are censored from both
right and left, there are many instances-in
which a spell of two consecutive price changes
is preceded or followed by a missing value.
The censoring results either from a store not
being included in the sample in a particular
month or from the store having run out of the
product at the time of sampling.

The potential number of K consecutive price
changes is derived as follows: first, we identify
the spells of L consecutive observations on X,
2 = L = 17. The reason for having spells of
varying size is the presence of many missing
values in the X’s. Next, for each spell we
count the number of possible ways K nonover-
lapping consecutive price changes, X, = 1,
can occur. We then sum the number of poten-

tial K consecutive prices changes over all ob-
served spells.

For example, the first store sells seven wine
products. Two consecutive price changes are
observed twice in the first product and once
each in the fourth and seventh product. The
observed number of two consecutive price
changes is, therefore, four.

What is the potential number of two con-
secutive price changes? First, we identified the
spells of consecutive observations. We found
two spells of seven consecutive nonmissing
X’s (in products 1 and 9), three spells of six
consecutive nonmissing X ’s (in products 2, 6,
and 7), one spell of five (in product 8), one
spell of three (in product 3), and one spell of
two consecutive nonmissing X’s (in product
3). Simple counting shows that the number of
ways to accommodate exactly two consecutive
price changes in each spell of length seven,
six, and five is two, while the potential number
of two consecutive price changes in spells of
length three and two is one. Adding over all
the observed spells results in potentially 14
pairs of consecutive price changes. The C2 en-
try for the first store is, therefore, */,, = 0.286.
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